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Abstract—The automatic extraction of structure from text can 

be difficult for machines. Yet, the elicitation of this information 
can provide many benefits and opportunities for various 
applications. Such benefits have been identified amongst others 
for the area of Requirements Engineering. By assessing the 
Natural Language Processing for Requirement Engineering 
status quo and literature, a necessity for an automatic and 
universal approach to elicit structure from requirement and 
specification documents was identified. This paper outlines the 
first steps and results towards a modularized approach that splits 
the core algorithm from the text corpus as an input and 
underlying rule/knowledge base. This separation of functions 
allows for individual modification of the included parts and eases 
or potentially removes restrictions as well as limitations, such as 
input rules or the necessity for human supervision. Furthermore, 
contextual information and links via ontology inference can be 
considered that are not explicit on a textual level. The initial 
results of the approach show the successful extraction of 
structural information from requirement text, which was 
validated by comparing the results to human interpretations for 
small and public sample sets. In addition, the contextual 
consideration and inference via ontologies is described 
conceptually. At the current stage, limitations still exist regarding 
scalability and handling of text ambiguities, but solutions for 
these caveats have been developed and are being tested. Overall, 
the approach and results presented will be integrated and are 
part of a novel requirement complexity assessment framework. 

Keywords—requirements engineering, natural language 
processing, complexity, structure, ontology, contextual information 

I. INTRODUCTION 
he extraction of structure and abstract information from 
a body of text can seem like a trivial task and drawing 

models, graphs, and networks as representations of information 
and thoughts can be an efficient way to communicate and bring 
certain insights to light. As straight forward as this task might 
seem though, automating or having it done even just in part by 
a machine can be difficult due various factors, such as 
subjectivity [1], ambiguity [2], and domain-specific 
circumstances. These factors can make universal application of 
tools difficult or require limitations to ensure function. 

A popular approach to extract information and or structure 
from text is Natural Language processing (NLP). Despite 
sometimes controversial definitions of NLP [3], it is in its core 
the attempt to process natural language with computer tools 
that are supposed to allow a human-like linguistic analysis and 

manipulation of text/speech [3-5]. As such, extracting structure 
from text is one possibility of NLP. Yet, the research directions 
of NLP are manifold and thus, the aforementioned extraction of 
structure is a problem that can be approached in different ways. 
This variety lead to the development of numerous tools over 
time that could be used to extract certain types of structure 
from text or speech. As a result, the existence of solutions and 
application possibilities is not the problem as a plethora of 
tools, software, and ideas can be found, as show in Section II 
[6]. It is applicability and usefulness that are not always given, 
due to various limitations, for example. Such limitations can 
make not only the research of existing tools difficult since most 
have to be carefully assessed for their criteria, but also 
complicate the continuation of research due to the crowdedness 
of the space. 

The extraction of information is especially critical when it 
comes to understanding contextual information that might not 
be explicitly part of the text. One application case of such an 
approach is Requirements Engineering in which human created 
natural language requirements and specifications are elicited 
and managed. To understand the underlying connections within 
requirements, relying on the text and its content alone is not 
expedient nor purposeful. As such, understanding the exact 
structure and connections behind the text layer requires a 
method such as NLP, and this application is what the presented 
research addresses. 

By conducting an integrative literature [6], a research gap 
was identified, which shows that existing Natural Language 
Processing for Requirements Engineering (NLP4RE) tools 
have various limitations that make them either unusable for 
certain scenarios, or, due to a lack of open-source availability, 
only conceptually useful. Therefore, a new approach is being 
developed that allows for the mitigation of the limitations (see 
Section II for additional details). 

To outline the work and process as well as results of the 
research, this paper has been divided into six sections. This 
first section introduces the field and situation, which is further 
expanded in the second section by an overview over the 
scientific field and results of the integrative review. Section III 
outlines the concept for the novel approach, which is 
demonstrated in Section IV and discussed in section V, 
including up to date results. The sixth and last section 
summarizes and concludes the paper before giving an outlook 
regrading future work and possibilities. 



II. STATE OF THE ART AND LITERATURE 
Since the topic at hand addresses NLP and the field of 

NLP4RE specifically, a brief history for the former and state of 
the art for the latter will be outlined hereinafter.  

Natural Language Processing History and Progress 

Looking at NLP from a general perspective, three domains 
emerge: Linguistics, Computer Science, and Psychology [3]. 
The first field, Linguistics, is concerned with the structural and 
formal aspects of language; the second one, Computer Science, 
focuses on the processing and structuring of data; and the last 
one, Psychology, contributes the insights into cognitive 
processes and psychological models of language. As a result, 
two directions exist in NLP: language processing and language 
generation. The language processing on one hand analyzes 
text/speech in order to create a representation, whereas 
language generation addresses the opposite: creating text from 
representation. The topic at hand is related to the former. 

The historic origins of NLP date back to the 1940s, where 
Machine Translation (MT), now considered a precursor to 
modern NLP, was developed and explored [3, 4]. First MT 
descriptions go back to Weaver’s article about translation from 
the year 1949 (later published as a book section in 1955) [7]. In 
the article, Weaver’s thoughts on the possibilities and potential 
obstacles regarding the translation of languages by machines 
are outlined. MT began based on stochastic and statistical 
approaches that attempted to tackle issues such as different 
translations of words, meanings, and ambiguities.  

Following the efforts from the 1940s and early 1950s, 
Chomsky published the idea of generative grammar in 1957 [8] 
as part of his “Syntactic Structures.” The concept describes 
grammar as a certain set of rules that result in the constellations 
and combinations of words forming sentences in a given 
language. Chomsky breaks from popular theories of the time 
(e.g. Shannon’s communication theory [9]) by saying that the 
structure of language cannot be addressed with pure statistical 
or empirical methods [10, 11]. In addition, Chomsky continued 
to work on aspects related to generative grammar all the way 
into the 1960s, [12] and his work ended up defining what is 
now considered the rationalist approach in NLP that was 
prominent until the mid 1980s [10, 13]. Furthermore, the 
concept is part of what is considered universal grammar that 
evolved over time with humans [13]. Figure 1 shows an 
example of the structure of a sentence according to Chomsky’s 
approach and constellation: a sentence is divided into a noun 
phrase (NP) and an additional verb phrase (VP). The latter also 
includes the object as a noun phrase with the respective 
determiner. 

￼  
Figure 1 - Sentence construct according to generative grammar [8] 

Throughout the 1960s, the movement based on Chomsky’s 
approach of symbolic interpretation and the stochastic/
statistical one based on Shannon’s methods [9] coexisted and 
advanced. Noteworthy results of this period are the first 
parsing systems by Harris [14] as part of the symbolic 
paradigm. The first mention of Artificial Intelligence (AI) in an 
NLP context occurred in the stochastic vein of NLP research 
[13] and Bledsoe and Browning [15] developed the first optical 
character recognition approach. Also in the 1960s, Woods 
published procedural semantics for a question-answering 
machine [16]. Albeit still based on programmed subroutines, 
Woods’ publications show elements that can be associated with 
Natural Language Understanding (NLU) as the answer of a 
question requires the extraction of semantic meaning from the 
question. The application was limited, but question-answer 
machines are still used today in voice assistants. 

During the 1970s and 1980s, the field of NLP grew broader 
and topics such as NLU emerged, which introduced elements 
such as text/speech recognition and synthesis [17, 18]. NLU 
was first demonstrated by Winograd [19]. In the publication 
“Understanding natural language” the authors show a program 
that is able to identify and select different shapes and colors in 
a simulated environment based on given text commands. This 
work bears strong ties with Woods’ work mentioned above 
[16], and both drove the field of logic-based NLU. Additional 
noteworthy contributions to this trend include Schank and his 
colleague’s work on language understanding programs [20-22]. 

In the second half of the 1980s and early 1990s, statistical 
approaches re-emerged [23] as the primary focus of NLP/NLU, 
moving away from the symbolic ideas shaped by Chomsky 
[10, 12]. This popularity of stochastic methods in speech/
language processing was significantly driven by IBM’s 
Thomas J. Watson Research Center [13]. The re-emergence 
came with novel speech-recognition models that sought to 
bring NLU and speech analysis closer together [24]. 
Eventually, before the beginning of the twenty-first century, the 
described changes and refocused popularity had made 
probabilistic models the predominant force in NLP, and the 
rapid increase in computing power, as well as the expansion of 
the internet, created a need for language-based information 
processing [13]. These circumstances lead to a more unified 
but changed field of NLP/NLU and eventually gave way to the 
rise of Machine Learning in the twenty-first century.  

In the last 20 years, the interest in NLP has further 
increased in conjunction with the adoption of Machine 
Learning [18]. The pace that the subject had picked up by the 
end of the 1990s was unprecedented, [13] especially since the 
developments before were described as incremental [25]. As a 
result, numerous datasets were published in a few years 
[26-28]. These sets were collections that contained text 
structures with underlying semantic information about 
syntactics. With the help of such datasets, further advances in 
parsing, tagging, reference resolution [29], and information 
extraction were enabled [13]. In addition to the published sets, 
ML applications incorporated models such as the Bayesian 
Analysis [30] and maximum entropy to train systems to 
process text in accordance with semantic, morphological, and 
or syntactic parameters [29]. Notable results were significant 
improvements for some of the aforementioned, such as 
disambiguation, answering of questions by a machine and 
summarization [29]. Still today, computer linguistics in total is 
described as an active field in AI research [31, 32]. 
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In summary, NLP has gone though various changes over 
time. It began with machine translation and stochastic 
approaches, then transitioned to semantic and symbolic 
methods. A broader expansion accompanying the emergence of 
concepts of NLU and speech recognition enabled regained 
popularity of stochastic approaches before rapid changes in 
computer hardware and expansion of the web supercharged the 
progress of NLP, NLU, speech recognition, and machine 
translation, that are now being propelled by ML and AI. Also, 
potential future developments have been explored and 
considered as shown in Figure 2 based on the predictions by 
Cambria and White [33] who predict less reliance on word-
based techniques to utilize semantics more  effectively: 

￼  
Figure 2 - Considered Evolution of NLP over Time [33] 

Natural Language Processing for Requirement Engineering 

Based on the situation described in the introduction, the  
approach presented pertains to the combined field of NLP 
together with Requirements Engineering (RE), which is called 
NLP for RE (NLP4RE). For this area, various approaches exist 
with some going back to the time that can be considered the 
mainstream beginning of RE in the late 1990s [34]. This long 
history and have made the field very diverse. As a result of this 
diversity, looking for different approaches can be difficult as 
not all of them achieve popularity due to their niche existence 
and/or special purpose applications. Fortunately, studies have 
been conducted that target this issue. The most comprehensive 
one to date was published by Zhao et al. [34] in 2021. This 
study assessed the space of NLP4RE regarding tools and 
solutions. The results were 404 relevant studies that the authors 
classified, from which they extracted 130 tools [34]. In 
addition, Zhao et al. emphasize that most of the tools have not 
made it out of laboratory settings, are focused on the analysis 
of requirements, and require specifications [34, 35], which is in 
line with the research at hand. Furthermore, the results and 
insights presented by Zhao et al. also have been confirmed by 
research of the authors, whose work and discovered results 
turned out to be overlapping sub-sets. [36, 37]. 

To add to the foundation above, additional publications 
show current trends and activities: the following publications 
were identified as applicable to the task at hand. First, 
Mengyuan et al. presented an approach that utilizes NLP to 
extract domain models for control systems [38]. Their 
approach is based on Rupp’s template for requirements and 
allows for the extraction as well as visualization of models. 
Second, two tools addressing causality in requirements and the 
detection thereof were discovered. These tools, CiRA [39] & 
CATE [40], address causal relationships within requirements. 
These relationships are assessed as to which requirement 

causes or depends on others. Third, Sonbol, Rebdawi, and 
Ghneim published their approach called ReqVec that allows for 
the deduction of semantic relationships as well as classification 
of requirements [41]. This approach, based on Word2vec 
showed a high efficiency in tests. Fourth, Schlutter and 
Vogelsang published their approach to trace the connections 
between requirements, which they call Trace Link Recovery 
[42]. This approach utilizes an explicit content description of 
the requirements in the form of a semantic relations graph that 
allows for the tracing of connections within. Lastly, van Vliet 
et al. [43] present an approach for NLP crowdsourcing to solve 
shortcomings regarding a lack of accuracy and reliability of 
current approaches.  

All in all, the previous paragraph indicates active and 
ongoing research in the field of NLP4RE. Furthermore, the 
different directions show that there are still various topics and 
ideas being pursued. This further supports the purpose of the 
presented work, as structure and additional organization are 
valuable. Also, such structure can contribute to currently 
identified challenges, as outlined by Kaddari et al. [44]. 

Integrative review of the NLP4RE field 

With the field and literature above, the potential exists that 
tools addressing the research gap described in the introduction 
are available. To determine the applicability of existing 
approaches, they were assessed to evaluate if they are 
applicable and address the problem at hand. This assessment 
was conducted in the form of an integrative review by 
Vierlboeck, Nilchiani, and Lipizzi [6]. For the evaluation, 
criteria to determine the suitability of approaches were used to 
assess available options. This also enabled a better 
understanding regarding the diversity of the NLP4RE space.  

The insights resulting from the integrative review were that 
no approach fulfilled all defined criteria and could thus be 
deemed applicable. The contenders that satisfied most criteria 
only targeted the extraction of structure in part and thus require 
further adaptation to be useful. Other approaches/tools that 
target the elicitation of structure turned out to not be accessible 
as far as their code base is concerned, which makes them only 
useful conceptually and thus require reconstruction. All in all, 
the analysis showed that no existing approach in the public 
space addresses the problem and situation set forth in the 
introduction and hence, the creation of a novel tool to tackle 
this task is auspicious. 

Despite the confirmation of the purpose  introduced, further 
insights were gained from literature. For one, the statistic 
results of the integrative review show a high reliance of the 
tools on supervision and input requirements, which has to be 
kept in mind in the work moving forward. Such a wide-spread 
reliance on supervision and input limitations can indicate the 
general difficulties with unrestricted, automatic, and universal 
approaches, which could mean that initial limitations or general 
restrictions might have to be considered. Second, the data and 
sources also show that concept proofs and validations are often 
only conducted in a theoretical manner, which supports the 
laboratory setting claim by Zhao et al. [33]. 

All in all, the outlined work shows the purpose of a 
universal approach to elicit structure from requirements and as 
such, this paper presents the first steps to develop a framework 
for that purpose. 
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language (rather than being based upon 
a formal logical structure), and informa-
tion is not hand-crafted by expert engi-
neers but spontaneously inserted by 
online volunteers. Today, the common-
sense knowledge collected by the Open 
Mind Common Sense project is being 
exploited for many different NLP tasks 
such as textual affect sensing (H. Liu, 
Lieberman, & Selker, 2003), casual con-
versation understanding (Eagle, Singh, & 
Pentland, 2003), opinion mining (Cam-
bria & Hussain, 2012), story telling 
(Hayden et al., 2013), and more.

3. Overlapping NLP Curves
With the dawn of the Internet Age, 
civilization has undergone profound, 
rapid-fire changes that we are experi-
encing more than ever today. Even 
technologies that are adapting, growing, 
and innovating have the gnawing sense 
that obsolescence is right around the 
corner. NLP research, in particular, has 
not evolved at the same pace as other 
technologies in the past 15 years.

While NLP research has made great 
strides in producing artificially intelli-
gent behaviors, e.g., Google, IBM’s Wat-
son, and Apple’s Siri, none of such NLP 
frameworks actually understand what 
they are doing—making them no differ-
ent from a parrot that learns to repeat 
words without any clear understanding 
of what it is saying. Today, even the most 
popular NLP technologies view text 
analysis as a word or pattern matching 
task. Trying to ascertain the meaning of 
a piece of text by processing it at word-
level, however, is no different from 
attempting to understand a picture by 
analyzing it at pixel-level.

In a Web where user-generated con-
tent (UGC) is drowning in its own out-
put, NLP researchers are faced with the 
same challenge: the need to jump the 
curve (Imparato & Harari, 1996) to 
make significant, discontinuous leaps in 
their thinking, whether it is about 
information retrieval, aggregation, or 
processing. Relying on arbitrary key-
words, punctuation, and word co-
occurrence frequencies has worked 
fairly well so far, but the explosion of 
UGCs and the outbreak of deceptive 

phenomena such as web-trolling and 
opinion spam, are causing standard NLP 
algorithms to be increasing less efficient. 
In order to properly extract and manip-
ulate text meanings, a NLP system must 
have access to a significant amount of 
knowledge about the world and the 
domain of discourse.

To this end, NLP systems will 
gradually stop relying too much on 
word-based techniques while starting 
to exploit semantics more consistently 
and, hence, make a leap from the  
Syntactics Curve to the Semantics 
Curve (Figure  1). NLP research has 
been interspersed with word-level 
approaches because, at first glance, the 
most basic unit of linguistic structure 
appears to be the word. Single-word 
expressions, however, are just a subset 
of concepts, multi-word expressions 
that carry specific semantics and sentics 
(Cambria & Hussain, 2012), that is, the 
denotative and connotative informa-
tion commonly associated with real-
world objects, actions, events, and 
people. Sentics, in particular, specifies 
the affective information associated 
with such real-world entities, which is 
key for common-sense reasoning and 
decision-making.

Semantics and sentics include com-
mon-sense knowledge (which humans 
normally acquire during the formative 
years of their lives) and common knowl-

edge (which people continue to accrue 
in their everyday life) in a re-usable 
knowledge base for machines. Common 
knowledge includes general knowledge 
about the world, e.g., a chair is a type of 
furniture, while common-sense knowl-
edge comprises obvious or widely 
accepted things that people normally 
know about the world but which are 
usually left unstated in discourse, e.g., 
that things fall downwards (and not 
upwards) and people smile when they are 
happy. The difference between common 
and common-sense knowledge can be 
expressed as the difference between 
knowing the name of an object and 
understanding the same object’s purpose. 
For example, you can know the name of 
all the different kinds or brands of ‘pipe’, 
but not its purpose nor the method of 
usage. In other words, a ‘pipe’ is not a 
pipe unless it can be used (Magritte, 
1929) (Figure 2).

It is through the combined use of 
common and common-sense knowl-
edge that we can have a grip on both 
high- and low-level concepts as well as 
nuances in natural language understand-
ing and therefore effectively communi-
cate with other people without having 
to continuously ask for definitions and 
explanations. Common-sense, in partic-
ular, is key in properly deconstructing 
natural language text into sentiments 
according to different contexts—for 

FIGURE 1 Envisioned evolution of NLP research through three different eras or curves.

NLP System Performance Best Path

1950 2000

Syntactics Curve
(Bag-of-Words)
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(Bag-of-Narratives)
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III. NOVEL NLP4RE APPROACH FOR STRUCTURE ELICITATION 
In order to develop a framework for the elicitation of 

structure via NLP, the design research methodology by 
Blessing & Chakrabarti [45] was used based on the insights 
and literature above. With this, a solution was developed that 
addresses limitations, such as input or supervision conditions. 

Furthermore, since the literature showed that many 
solutions were not easily transferrable, a modularization of the 
approach was developed. This modularization divides the 
methodology into three pillars: the algorithm, the corpus/input, 
and the knowledge base. Herein, the corpus represents the 
requirement document as depicted below. 

￼  
Figure 3 - Modularization of NLP4RE Approach 

By splitting up the approach into three pillars, various 
advantages arise: for one, each part can be modified 
individually; for two, the algorithm/function becomes 
independent from the knowledge base as it is not intertwined 
with the content of the latter; for three, modifications to each of 
the three components are less likely to cause problems as long 
as the interfaces don’t change. Furthermore, modularization 
enables one of the most important flexibilities as the separation 
of the knowledge base makes the latter an exchangeable part. 
As such, the adaptation of the entire approach to different 
circumstances or domains can be achieved. 

To develop/choose the separate components, they were first 
addressed individually, starting with the algorithm. This was 
then brought together with the input to test it and finally, the 
knowledge base was brought in. This last pillar is expected to 
adapt over time due to its exchangeable nature. 

The entire development was implemented in Python with 
the spaCy resources in the next section as well as the ontology 
software Protégé. Furthermore, the most recent results are 
included below.  

Core algorithm and process 

The core algorithm of the approach contains various NLP 
tools that are being used in tandem to achieve the extraction of 
structure. Fortunately, requirements as well as the documents 
they form have certain rules if they are phrased correctly. This 
can be due to the correct application of standards, such as the 
ISO/IEC/IEEE International Standard 29148 [46, 47]. These 
rules potentially increases the effectiveness of the extracted 
information but were not used as a guarantee for correctness, as 
discussed in more detail below. 

Specifically, the tools and NLP parts or spaCy used are: 
tokenization, splitting, part-of-speech tagging, dependency 
parsing, lemmatization, chunking, and entity linking. By 
connecting these tools, two main objectives were achieved: 
first, the information within the requirement text was reduced 
to the structural parts, and second, the certainty of the 
identified information could be indicated. Therefore, the flow 
depicted in Figure 4 was followed. 

￼  
Figure 4 - Flowchart 

In the first step, the text is split into its sentences by 
dividing it according to punctuation and identifiers. Next, the 
individual sentences are tokenized. Then, based on the tokens 
together with the respective sentence they are in, part-of speech 
tagging and dependency parsing is processed. These two steps 
in conjunction yield an important result: the role each token 
has in the sentence and how they depend on each other. With 
this information, the entities in the sentences as well as their 
connections are identified. For instance, in a noun-sentence, the 
nominal subject forms the acting entity related to (if existing) 
the object via the verb or root. In the simplest cases, these three 
pieces form a triplet of subject, predicate, and object, which is 
of importance for the inclusion of the contextual information.  

Lastly, to ensure consistency and avoid potential errors due 
to verb tenses, for instance, lemmatization is used to reduce 
each identified piece to its core form, allowing the subsequent 
steps to not only check the actual content, but its roots as well. 
This last step lead to the output shown in Table 1, which is then 
used to derive structure and include contextual information.  

Table 1 - Exemplary Output Table 
As seen in Table 1, the output already has a structure to it as 

it contains the identification and setup of each requirement. 
Yet, there is no cross-connection of the individual requirements 
or entities therein due to the fact that they are being processed 
separately. These cross-connections and interrelations are being 
addressed in a subsequent step, which includes the 
consideration of context as explained below. 

As Table 1 shows, the output of the NLP sequence are 
identified entities of each requirement statement. These entities 
are the base of the connections in said statement. Directly 
linked to these entities are the object. The connection between 

Algorithm Knowledge 
Base

Corpus/ 
Input

Lemma List

Dependencies

Text Corpus

Tokenization

Dep. Parsing

Lemmatization

Chunking

Splitting

POS Tagging

Entity Linking

Structural Linking

Req. List

Req. POS

Root Chunks

Linked Entities

Output

Token Lists

=

=

=

=

=

=

=

# Entity Connection Object Check

1 laptop have display ✓

2 laptop have storage ✓

3 chassis made material ✓

4 display have resolution ✓

5 storage have redundancy ✓



these identified parts is the linking verb or chunk, that also 
includes directional information as a result. Lastly, the check 
column indicates the absence or presence of ambiguities. In 
case of more than one identified element for each of the 
categories or columns, the check variable is used to indicate a 
possible mis-match or omission of information. Within the 
code, ambiguities for every category are stored individually 
and as a result, ambiguities can be tracked down if they occur, 
which simplifies addressing the issue (also see Figure 8). 
Lastly, it shall be noted that a certain term or chunk of words 
can be entity and object for different requirements. For 
instance, the object ‘display' in Table 1 is the object of the 
laptop entity (line 1), but functions as the entity for the 
‘resolution' object in line 4. These connections and sub-
connections are what eventually forms the network/structure, 
together with the context connections in the next sub-section. 

Elicitation of structure with consideration of context 

With the entities/objects extracted from the requirements, a 
structure identification and elicitation is already possible, but 
the contextual aspects of the requirements are not yet 
considered. Contextual connections are the implicit links that 
might not be explicitly stated in the requirement text. As such, 
these connections can stem from various sources. For instance, 
different words used or changed expressions can lead to 
missing links that otherwise should be included and are 
potentially crucial for the structure. In addition to the usage of 
different terms, crucial connections can exist between 
requirements that are inferred but not visible on the text layer. 
An example for these hidden links are requirements that relate 
to certain aspects of the system without explicitly mentioning 
said relation. This is in part due to the rigid structure of the 
statements, but also due to human context inference, which is 
not considered with the explicit text layer processing. Figure 5 
shows an example for the difference between explicit and 
implicit connections. 

￼  
Figure 5 - Implicit Connection Illustration 

As seen in Figure 5, the two example requirements allow 
for the correct elicitation of the entities. Also, since they share 
the same subject entity, a connection on the top level can be 
derived. Yet, the objects on both sides are different in text and 
meaning, which does not allow for any link on said level based 
on explicit information. Yet, the two requirements both pertain 
to the ‘Input/Output’ capabilities of the system, although they 
connect to it in a different way. As a result, the context, 
although shared, cannot be elicited on a textual level without 

inference. The addition of this elicitation is the second part of 
the presented approach. This inclusion of context is 
accomplished by adding information in the form of the 
knowledge base. As such, this addition will allow for the 
inference of the connections not determinable based on text. 

By considering the context and implicit links between the 
elements of the structure, the network can be expanded to also 
show these additional links. An example for such an addition is 
shown in Figure 6: two entities, A and B have multiple object /
child nodes, but are not connected through any direct/explicit  
links. Yet, through the inclusion of context and implicit 
information, the branches stemming from entity A & B become 
connected as they share context A & B. These connections can 
be crucial as they bring together previously separate networks 
and thus allow for a more comprehensive analysis that was 
impossible for each structure individually. 

￼  
Figure 6 - Implicit & Explicit Connection Network Example 

For the provision of the contextual information in form of 
the knowledge base, an ontology application was chosen. As  
such, alignment of requirement structure and entity 
identification with an ontology will be described hereinafter. In 
general, ontologies contain formal representation of knowledge 
and the relationships between entities beginning with a 
subclass taxonomy and expanding over additional relationships 
such as part_of, describes, and prescribes. Ontologies can be 
structured using the Web Ontology Language (OWL), which is 
based on Description Logics. The use of formal logic allows 
for automated inference of new knowledge based on existing 
entities and relationships within the ontology [48]. 

For example, a document lists the following requirements: 
• The laptop shall have a solid state storage device. 
• The laptop shall have a backup disk drive storage device. 
Elsewhere in the specification document, another 

requirement is found, reading as follows: 
• The system shall utilize commercial off-the-shelf (COTS) 

storage devices. 
The last requirement has an inferred relationship with the 

first two. Since each refers to types of storage devices, the 
latter requirement puts a constraint on the initial requirements. 
An ontological representation for this example is presented in 
Figure 7. 

Requirement A
Laptop shall 
have at least 2 
USB Type-C 
Ports.

Requirement B
Laptop shall be 
able to connect 
to NAS devices.

Laptop

Ports

Input/Output

Laptop

NAS  
devices

Entity A Entity B

Child B

Child C

Context A

Context B

Child F

Child G

Child A

Child D
Child E

Child C-A

Child A-A

Child H

Child H-AChild B-A



￼  
Figure 7 - Ontological Representation 

The rectangles are classes defined in the domain ontology 
and show a basic taxonomy. The instances that are mapped 
from the requirements documents are shown in ovals, and the 
relationships established by the NLP algorithm are shown. For 
instance, the ‘has_part’ is the relationship established by the 
requirements between ‘Laptop Instance 1’ and ‘SSD Instance 
1’. From these relationships, a DL reasoner and a rule written 
in the Semantic Web Rule Language (SWRL) can infer that 
‘COTS Instance 1’ describes the two storage device instances 
that are part of the laptop (shown by the dashed line) and as 
such, provide contextual information that is implicit. This 
implicit connection is possible due to the existing information 
of the ontology in combination with the NLP results. This 
example of reasoning demonstrates the power a formal 
representation of the domain knowledge can bring when 
requirements are mapped to an ontological representation. 

In conclusion, the combination of the NLP processing with 
the added inference and context consideration via the ontology 
allows for the contextual elicitation of structure from 
requirement text. To demonstrate the application of the 
developed approach, the next section will provide sample 
results to illustrate the capabilities and opportunities. 

IV. RESULTS AND VALIDATION 
 With the concept and methodology described in the 

previous section, tests were conducted with sample sets of 
requirements that were openly accessible. These samples were 
obtained from public sources such as NASA and are available 
online [for example, see 49]. With these examples, the 
developed approach could be tested on various sets of 
requirements, which also allowed for the inclusion of different 
levels of quality as far as the input is concerned.  

By applying the NLP process to the input of the 
requirement lists in textual form, the methodology was applied 
as outlined in the previous section. The processing of the text 
input and corpus, depicted in Figure 4, produces the tabular 
output of the identified objects and entities. An example for 
this output based on the sample set [49] is depicted in Figure 8.  

ENTITY E_CHECK CONNECTION CO_CHECK OBJECT OBJ_CHECK
1 laptop | have | random access memory |
2 laptop | contain | mass storage |
3 laptop | accept | removable mass storage |
4 storage | have | capacity |
5 laptop | have | internal speaker |
6 laptop | have | display |
7 display | have | resolution |
8 display | be | color |
9 laptop | have | card interface |
10 interface | support | PCMCIA cards |
11 laptop | have | BIOS system |
12 laptop | support | PnP operating system |
13 laptop | provide | audio support |
14 laptop | have | expansion chassis |
15 expansion chassis | support | PCI expansion cards |

Figure 8 - Sample Output 
As seen in Figure 8, the output of the NLP process matches 

the expected output of the overview in Table 1 (with three 
individual check columns) and allows for subsequent 
processing. To validate the results, the elicited information has 
been cross-checked with human application of the defined 
rules to validate the output through logical reasoning. These 
tests have shown that the output produced is as expected and 
besides the limitations discussed in the fifth section, the results 
are correct and present a solution for the gap outlined in the 
introduction as well as the integrative review.  

As for the inference via the ontology, function tests in 
Protégé [50], have been successfully conducted and show the 
possibility of the implementation as described in the previous 
section. The combination with the NLP process is pending as 
of the time of this writing (February 2022), but is being worked 
on and will be validated as part of the scalability efforts.  

The NLP process results have been successfully translated 
into visual structures by creating a network of the connections 
via the library ‘NetworkX’ [51]. This has been achieved by 
using the entity and object connections and creating a network 
from the table of the NLP output. Such a network then 
represents the connections within the text itself and can then be 
combined with the ontological connections, which are 
currently being implemented. Since such a visual structure is 
only one possible representation of the gained insights, others 
are currently being evaluated as specific information aspects 
are omitted by network-only representations, such as the 
directional aspects of verb connections also elicited from the 
text. This shows that the created approach and tools show a 
multitude of possible expansion and transfer opportunities in 
addition to their current merits. To clearly outline the presented 
contributions, Section V also includes current limitations. 

V. DISCUSSION AND LIMITATIONS 
Looking at the results presented in the previous section, the 

possibility provided by the algorithm to extract structure from 
requirement text can be considered valid and on a small scale 
and as proof of concept. As for the interpretation of contextual 
inference via the knowledge base in the form of an ontology, 
Section III has shown the possibility and opportunities, but due 
to the necessity to develop sufficient and domain specific 
ontologies, valid tests and results that programmatically 
connect an ontological database to the NLP algorithm have not 
been produced yet. Nevertheless, the implementation is 
possible and is actively being worked on with requirement 
sample sets and compatible ontological foundations to show 
the programmatic possibilities as well to comply with the 
research gap and solution plan. As such, the task at hand and 
research presented contributes to the gap and problems 
outlined in the introduction. Yet, some limitations remain, 
which shall be discussed hereinafter. 



First, as shown in the results above, ambiguities can be a 
major issue for machines to deal with compared to humans. 
This can be in part due to the fact that requirements originate in 
most cases from humans and as such are subject to flaws and 
errors. As a result, a high dependency on input quality exists as 
far as the requirement text corpus/input is concerned. While 
this dependence does not completely inhibit the functionality 
of the framework, it has to be considered and addressed 
moving forward as otherwise the automatic/universal nature of 
the objective cannot be achieved. Further, parallel efforts by 
other researchers, practitioners, and educators to increase the 
quality of written requirements should continue to be pursued. 

Second, as already alluded to above, the presented 
inclusion and interpretation of context is dependent on the 
knowledge base, in this case the ontology. If such a foundation 
does not exist or is small in size, the inferred connections will 
provide only little to no additions to the structure and as such,  
a dependency on a sound knowledge base exists. Furthermore, 
the connections to be considered are another topic that is being 
evaluated as domain specificity has to be kept in  mind when it 
comes to the knowledge base, as outlined by Lipizzi et al. [1]. 
Similar considerations are part of the ontological research field 
and will be included moving forward. 

Third and last, the small size of the utilized samples poses a 
limitation. Small sets of requirements, while representative and 
applicable for the purpose of this research, are self-contained to 
some extent and elements within them can be assumed to be 
associated with unique entities/elements. Yet, this assumption 
does not necessarily hold for large sets as the same term might 
be identified more than once while referring to different 
elements. As a result, larger sample sets will require additional 
distinguishing aspects and consideration. As a consequence, the 
scalability of the approach, while not limited from a conceptual 
perspective, will come with additional challenges that need to 
be addressed, such as document hierarchy and organization. 
The splitting of information based on these factors is currently 
being investigated together with larger sample sets. 

Despite the limitations, the research presented can be seen 
as a conceptually valid proof that shows opportunities for the 
extensions that are being worked on.  

VI. SUMMARY AND CONCLUSION 
The paper at hand presented the current gap in the scientific 

field of Requirements Engineering that concerns the extraction 
of structure from textual requirements also considering context 
and implicit connections. Such connections can be crucial to 
the structure of a system, but due to their lack of direct 
expression in textual form are difficult to elicit on a language 
level without inference. These circumstances have further been 
stressed by the integrative review results of the NLP4RE space 
[6], which showed that most tools available in this space come 
with limitations that make them either inaccessible or not fully 
compatible with the task at hand. Furthermore, most available 
tools come with additional input or supervision limitations. As 
a result, the paper presents a novel approach to utilize Natural 
Language Processing and ontologies to extract contextual 
structure from requirements by splitting the algorithm from the 
text corpus/input and a knowledge base that provides the 
necessary input for the context. To realize the implementation, 
several NLP tools in conjunction were employed with the 
addition of an ontology inference process that allows for the 
inclusion of contextual and implicit information.  

By applying the created approach, results were produced 
that showed the possibility of the successful elicitation of 
contextual structure from requirement text based on sample 
sets that were openly accessible [49]. The current results have 
proven to be accurate compared to information/structure 
elicited through human logical reasoning. This shows the 
potential that automatic extraction of structure is possible with 
the created approach. Due to the early stages of the 
development, the approach does have some limitations. 
Mainly, the results and validity of the process are still 
dependent on the input quality, for instance requirement 
accuracy and absence of ambiguities. In addition, the inclusion 
of context has been shown conceptually with functional proof, 
but will require additional implementation to allow for an 
application transferrable to other problems. Nevertheless, the 
mentioned limitations are planned to be addressed with future 
work by further expanding the capabilities of the algorithm and 
knowledge base/ontology. Also, more work is planned and has 
already begun regarding the input quality dependance. All in 
all, the presented work shows the promising possibility and 
concept that can fill the research gap outlined without severe 
limitations, such as input restrictions or full supervision. 
Furthermore, the use of open-source code base for the 
algorithm can be shared openly upon request. 
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